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Abstract: Research into the recent developments for solving fractional mathematical equations
requires accurate and efficient numerical methods. Although many numerical methods based on
Caputo’s fractional derivative have been proposed to solve fractional mathematical equations, the
efficiency of obtaining solutions using these methods when dealing with a large matrix requires
further study. The matrix size influences the accuracy of the solution. Therefore, this paper proposes
a quarter-sweep finite difference scheme with a preconditioned relaxation-based approximation
to efficiently solve a large matrix, which is based on the establishment of a linear system for a
fractional mathematical equation. The paper presents the formulation of the quarter-sweep finite
difference scheme that is used to approximate the selected fractional mathematical equation. Then,
the derivation of a preconditioned relaxation method based on a quarter-sweep scheme is discussed.
The design of a C++ algorithm of the proposed quarter-sweep preconditioned relaxation method is
shown and, finally, efficiency analysis comparing the proposed method with several tested methods
is presented. The contributions of this paper are the presentation of a new preconditioned matrix to
restructure the developed linear system, and the derivation of an efficient preconditioned relaxation
iterative method for solving a fractional mathematical equation. By simulating the solutions of time-
fractional diffusion problems with the proposed numerical method, the study found that computing
solutions using the quarter-sweep preconditioned relaxation method is more efficient than using
the tested methods. The proposed numerical method is able to solve the selected problems with
fewer iterations and a faster execution time than the tested existing methods. The efficiency of the
methods was evaluated using different matrix sizes. Thus, the combination of a quarter-sweep
finite difference method, Caputo’s time-fractional derivative, and the preconditioned successive
over-relaxation method showed good potential for solving different types of fractional mathematical
equations, and provides a future direction for this field of research.

Keywords: Caputo’s time-fractional derivative; finite difference scheme; iterative relaxation method;
time-fractional diffusion equation; preconditioned matrix

1. Introduction

Research into the recent developments for solving fractional mathematical equations
requires accurate and efficient numerical methods. The accuracy and efficiency of the
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numerical method used to solve a fractional mathematical equation determine the pre-
cision when interpreting the behaviours of physical phenomena. Accurate and efficient
methods enable researchers to explore and solve(@Breater number of complex fractional
mathematical models. Many numerical methods based on Caputo’s fractional derivative
have been proposed to approximate the solutf§ffi of the modelled fractional mathematical
equations. For instance, ref. [1] proposed two numerimmefhnds, the non-standard finite
difference method and the generalized Euler method, for solving a mathematical model of
drug resistance during treatment for human immunodeficiency virus, using the Caputo
approach. Subsequently, ref. [2] studied the conversion of an existing tobacco smoking
model into a fractional-order Caputo model, and used the combination of the fourth-order
Runge-Kutta and Adams-Bashforth-Moulton methods to solve the developed model.
In another article, ref. [3] developed a time—space fractional hyperbolic bioheat transfer
model for non-Fourier bioheat transfer in livinggjiological tissues during laser irradiation
using Caputo’s definition. They applied an L1 finite difference approximation to Caputo’s
time-fractional derivative and a central difference approximation to Riesz’s space-fractional
derivative for the solution of tmnndel. In addition, ref. [4] investigated Caputo’s fractional
Maxwell model of unsteady fluid flow and heat transfer of the natural convection of a
viscoelastic non-Newtonian fluid using a finite difference method.

Of ffEJmany existing numerical methods, the finite difference method, widely known
as FDM, is one of the most popular numerical methods used to solve fractional mathemati-
cal equations using the Caputo approach. From our review of several applications of FDM
EZBolve Caputo’s time-fractional mathematical equations, ref. [5] utilized the implicit FDM
to solve the time-fractional diffusion equationffjth a time-invariant type variable. Subse-
quently, ref. [6] developed a fourth-order FDM to solve a time-fractional diffusion equation
after ransforming the fractional mathematical equation into a Volterra integro-differential
equation viffE)Laplace transform. In addition, ref. [7] proposed a weighted FDM to effec-
tively solve a system of variable-ller time-fractional two-dimensional Burgers” equations.
FDM can also be combined with spline approximation to solve the time-fractional stochas-
tic advection equation [8]. These studies are examples of the numerous works published
by global researchers. The abundance of related research in the literature has motivated nu-
merous researchers to propose more accurate and efficient numerical methods for solving
fractional mathematical equations.

In our view, the efficiency of numerical methods used to obtain the solution of a
fractional mathematical equation when dealing with a large matrix requires further study
because the accuracy of the solution is influenced by the matrix size. Therefore, this paper
proposes a quarter-sweep finite difference scheme with a preconditioned relaxation-based
approximation to efficiently solve a large matrix, which results from establishing a linear
system for a fractional mathematical equation. The quarter-sweep finite difference scheme
is suitable for solving a fractional mathematical equation because, among other reasons, the
derivation of the scheme is similar to that of an implicit FDM, which makes it compatible
with Caputo’s time-fractional approximation. The quarter-sweep scheme is derived by
modifying an implicit FDM by skipping three grid points for two consecutive unknown
grid points. The values of the unknown grid points can be computed using the iterative
method until they converge. Then, the remaining grid points resulting from the skipping
procedure are computed directly using the approximation function [9-11]. Moreover, due
to the combination of iterative and direct computation, the quarter-sweep scheme has a
lower computational burden compared to the implicit and high-order FDM. This paper
introduces a preconditioned relaxation method to improve the convergence rate of the
iterations, thereby resulting in a highly efficient numerical method. The contributions of
the paper are the presentation of a new preconditioned matrix to restructure the developed
linear system and the derivation of an efficient preconditioned relaxation iterative method
for solving a fractional mathematical equation.

To investigate the efficacy of this new numerical method, a well-known fractional
mathematical equation, namely, the fractional diffusion equation (FDE), was selected
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as a mathematical problem. FDE is a fractional mathematical equation that has been
successfully used in the mathematical modelling of physical phenomena. Due to the
limitation of the classic diffusion equation in the modelling of the anomalous diffusion
process, the theory and application of fractional diffusion have evolved. Hence, FDE has
been used to successfully model shipping water events [12], image denoising [13], dye-
sensitized solar cells [14], diffusion of soluble substances [15], groundwater pollution [16],
option pricing and risk calculation [17], and signal smoothing performance analysis [18].
A better understanding of FDE models can be achieved using an efficient numerical
method called the quarter-sweep preconditioned relaxation method. It should be noted
that this paper extends the works from [19] and [20], which implemented the standard
implicit FDM with preconditioned relaxation and the half-sweep difference scheme with
preconditioned rel§fition, respectively, for solving the time FDE. The work in [19] showed
the improvement in the number of iterations and execution time after implementing a
preconditioned successive over-relaxation with implicit FDM using the Caputo approach
to solve the time FDE. Another article [20] applied a computational complexity reduction
technique called the half-sweep iteration to successfully reduce the computational cost
using preconditioned successive over-relaxation, and eventually improve the efficiency
of Caputo’s finite difference scheme. This paper extends these works by employing
the quarter-sweep FDM to reduce the computational cost of solving the FDE using a
prec@litioned successive over-relaxation when dealing with a large matrix.

This paper is organized as follows: Section 2 presents Caputo’s fractional operator,
one of the important definitions in the fractional derivative theory. In Section 3, an ap-
proximation to a general time FDE is formulated using Caputo’s fractional operator and
the quarter-sweep numerical discretization procedure. Section 4 explains the stability
of the approximation to the considered mathematical equation. Section 5 discusses the
convergence of the quarter-sweep finite difference approximation in the Caputo sense. In
Section 6, the concept of preconditioned successive over-relaxation (PSOR) used to formu-
late the quarter-sweep PSOR (QSPSOR) iterative method is discussed. Section 7 shows the
implementation and application of an algorithm written in C++ programming language
for the numerical experiment and simulation with QSPSOR, and provides a comparison
with selected existing methods. Finally, a conclusion is given in Section 8.

2. Preliminary

Formulating a quarter-sweep approximation to a time FDE requires good knowlefEj
of fractional calculus theory and several useful operators. In the preliminary stage of this
pape puto’s fractional operator is used to approximate the time-fractional derivative
term. The definition of Caputo’s derivative with a fractional order is as follows:

Definition 1 ([21]). Let m —1 < a << m , where m is an element of the set of natural numbers,
w is a real number, and a function f(x) such that D f(x) exists. Caputo’s fractional operator
can be defined in the form of:

x— r)a—{m—l,l

Using Definition 1, a time-fractional derivative term in a differential equation can be
approximated by:

1 taz(x,T)

Diz(x,t) =
t (l’} I‘(]—a},(] ot

(t—7)"dr, )

where 0 < a < 1and z(x,t) > 0.
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The next section discusses the formulation of a quarter-sweep finite difference ap-
proximation to the time FDE, which uses Equation (2) to approximate the time-fractional
derivative.

3. Mixed Caputo Fractional Operator and Quarter-Sweep Discretization Scheme

To demonstrate the formulation of the mixed Caputo fractional operator and quarter-
sweep discretization scheme, let us consider a well-known model of the time FDE, namely:

36
Pl _ o) T2 | i 2D | (-, ®

31
where a(x), b(x.),and c(x) are either predefined functions, constants, or mixed.

A suitable boundary condition must be imposed on Equation (3) before the solution
can be derived using an FDM. In this paper, a Dirichlet-type boundary condition is used to
construct a solution domain. Fularmure, the solution domain is restricted to the usual
finite domain 0 < x < -y because the aim of this paper is to investigate of the efficacy of a
new iterative method developed from the use of Equation (2) and a quarter-sweep FDM.
Based on Equation (3), Caputo’s fractional approximation to the fractional order in time is
illustrated as follows:

aaz(xf'; fn] _ 1 b az(x;, T]
dte o I‘(l 7:,1‘} Ja ot

(f” - T}_a dr. (4)

Equation (4) can be derived further and siméliﬁed to:

= E';v’r”} (1 ﬂx}(] —ak & E Zij- 1)[(" —(j=1)" " —(n —;')1"‘]
5
+m ):[ n—(j-1))""~(n j}l‘“]o(kz—“). o
Next, by defining:
= T ©
where k is a real number, and:
wej = = (-1 %)

a discrete approximation to the fractional order in time becomes:

9%z (xi, ) (E ) 1 emfiaa
—n —UMZ“M in—(j—1) —Aa,n—;)+m”l O(kz ) (8)

j=0

and, finally:
%z (x;, ty
Tehl) M}:wa,( theG-1) — Zihoy) +Olk). ©)

To discretize the right-hand side part of Equation (3) using a quarter-sweep implicit
eme of FDM, let the solution domain of the problem be partitioned uniformly. Let some
integers M > 0 and N > 0 denote the grid sizes in space and time, respectively. Similar
to the standard finite difference framework, we use h = /M and k = T/ N, respectively.
Then, a uniform mesh @jhe solution can be formed using the distributed points in the
space [0, y] as x; = ih,i = 1,2,...,M — 1, and the distributed points in the time [0, T]
are labelled t, = nk,n = 1,2,..., N. All of the unknown values of the solution function
z(xj, tn) located at these grid points are represented by Z; ;..
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Using Equation (9), in combination with a quarter-sweep implicit scheme, the quarter-
sweep Caputo fractional approximation of Equation (3) to the point centered at z(x;, t,,) =
z(ih, nk) can be f ulated and written as:

(k) can b g

L]
Oy Eu Wy j (Zf,n—:jf—u 3 Zi,n—j) +O(k)
1=

Zian—2Zin+ Zivaw) + g (Ziyapn — Ziap) + ¢iZiw +O(H2),

(10)
_a
T 16k (
wherei =4,6...,m —4.

The approximation structure presented in Equation (10) is similar to a standard
implicit approximation equation, with the exception that thefgtance between any two
points is quadrupled. Equation (10) is also consistent with the first-order accuracy in time
and second-order accuracy in space. When Equation (10) is written in a particular form, for
instance, at time level 1 > 2, one can obtain:

i
T ke E ("’a‘f,} (Zf,n—{j—lj - Zf',n—j) = a?Zf—i,rI + bﬁ*zf',n + C?Zf+-l,m (]])
j=2
where: B 5
* aj i aj . a; i
afl=—=——,b=¢——,cf=—5+ —. 12
16k 8k T TN 8K 16K Bh (12)

Moreover, for 1 = 1, one can obtain:
. ¥ r P +
Fv=—ajZi_q)+b]"Ziy —¢{ Zita, (13)

where:
bt = Uacde — by, Pf’,l = Ua,kzu(l- (14)

Furthermore, using Equation (14), a corresponding linear system can be constructed
properly in the form of a matrix as:

AZ =F, (15)
where:
b
—ag bg* —c§
—at b33 —Ch
A= 12 . . . . (16)
—p—s byi g _2134—3
— a4 bii 4
=1 - - - - - T
Z=1[Za3, Z81, Z12ps -1 Zv—80, Zn-an] s (17)
and: ,
F=[Fy1+ajFo1, Fs1, Fiag, ... Fa—sn, Fa—ag + chq_sFuan] - (18)

4. Stability of Caputo’s Fractional Approximation with a Quarter-Sweep Scheme

This section discusses the stability analysis of the quarter-sweep Caputo fractional
approximation to the time FDE as shown in Equation (3). In this paper, two common stabil-
ity verification approaches are applied: Von Neumann’s method and the Lax equivalence
theorem. The developed theorem for the stability of the quarter-sweep Caputo fractional
approximation is presented below.

Theorem 1. The quarter-sweep implicit approximation with Caputo’s fractional operator for
0 < a < 1, on the finite space 0 < x < land all t > 0, is unconditionally stable.
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Proof of Theorem 1. Suppose that a solution function of Equation (3) has the form:
Zf’,n = g”er{,ﬁfm; (19)

where | = /—1 and A is a real number. Using Equation (19), the quarter-sweep Caputo
fractional approximation shown by Equation (11) can be rewritten as:

i
1{Aih) I{ Aih) HA{i—4)h) : I{Aik) ; I{A{i+4)h)
Cuk Z(‘“’M (gni(jil]e (Aih) _ & je ( fi,l) = @t M) e plh) o AR (20)
=2

Equation (20) can be transformed into:

n

I{ Aih) I{Aih) ARy

— O kCn1e " oy Z Wy, f (gn—{;—ljf’- o _Cn—je ' ) =
=2

i (21)

a?év"ef(_,\(_i—-l,lfiJ 4 (b: —(J'M.)g,,e“-‘)“h" 4 C;‘g,]e“-’“-f"";"h".

By simplifying and rearranging the distinct terms in Equation (21), one can obtain:
— Garnt +Oux 1 @ (G ) — Eug) = Enl((a] +¢]) cos dA) + (5] = 03x), (22)
j=2

which can be reduced to:

gn—l + E;I_z (‘-"a,j (gn - gn—{}—l]]

gn = 1 (HF‘FC‘?) cosdAh+b (23)
- Ta ke
From Equation (23), for all values of j, 1, w,a, A, h, o, and k, it follows that:
& < o (24)
and when n = 2, we have:

G2 < & +wya(Go —C1). (25)

which can generally be stated as:
R YL GBI 26)

j=

Since:

Cn < Cuat i“-’m,} (gj _gnf(jflj) < Cnjr (27)
i=
the inequalities in Equations (24)-(26) imply:
Gn SChi1 SCn2 <=6y < Qo (28)
Thus, the stability of the quarter-sweep scheme via Caputo’s time-fractional operator

is established as:

gn = |Zf',n . (29)

< Zo =12y

|

5. Convergence of Caputo’s Fractional Approximation with a Quarter-Sweep Scheme

This section discusses the convergence analysis of the quarter-sweep Caputo fractional
approximation to the time FDE in Equation (3). To begin the analysis, we define ¢; , =
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z(xp, ty) — Ziy,i = 1,2,...,M—1,n = 1,2,...,N, where z;,, and Z;,, are the exact and
approximate solutiorﬁ,aespecﬁvely. Substitution of ¢; , into Equations (11) and (13) gives:
52

n
Tuk ): ‘L’m}(ef,n—{j—lj - er’,n—j) =aje;_g4, +hle, +oieiy, +Rmn =2, (30)
j=2

where:
1
Rf,n = Oulk E Wa,j (Z (xfirn—(_j—lj) - Z(xf/ f”_})) - “?Z(xf—-l; f”} - b:(z(xf; f"} - C?Z(xf-%—-l; f”}, (3])
j=2
and:

Oy xio = —a;eia1+ (O — b7 )ein — cleipan + Rig. (32)
Then, we have:

dz(x;, t 1
% +Cik = o Z Wy j (z(xf-, rnf(jfl]) — z[x,,r,,_j)), (33)
=0

and the quarter-sweep first and second-order central difference operators as follows:

azz(xr'; I‘I'I} Z (xr'—-i; f'n} - 22(}6;,]‘”} +z (xr'+4; rn}

Gl = 34
ax2 +6 16112 i (34)
and O2(xta) (Fiaote) — 2(xisa ta)
z x,-,r,, z xf'—-brn —ZlXit 4 fu
P\ irtn) | ep = _ 35
ax O S (35)
Hence:
1 [0%2z(x;, tn) L 0%z(x; ty) 9z(x;,ty) 14 5
Rin= | = a0 =55 bS5 — ezl t) | + Ok (G Cal), (30)
and also:
IRigl < C(KI** 4K (12 +h)),i=1,2,..M~1,0=1,2,...,N, (37)

where C is an arbitrary constant.
Because kn < N is finite, we obtain the following theorem.

Theorem 2. Let Z;, be the approximation of the exact value z(x;, t{§Jromputed by the quarter-
sweep implicit approximation with Caputo’s fractional operator. Then, there is a positive constant C
such that:

|2(xi, tu) — Zi | < C(k+h2),i =12,..M-1,n=12,...,N. (38)

6. Concept and Formulation of Quarter-Sweep Preconditioned Relaxation Method

The presented PSOR iterative method is a continuation of the derivation of the quarter-
sweep finite difference approximation via Caputo’s fractional derivative. The formulation
of the PSOR method begins with the linf#§ system, as shown by Equation (15). The coeffi-
cient matrix considered in Equation (15) has a large scale and is sparse. Thus, the proposed
PSOR iterative method solves Equation (15) using the following matrix restructure. Firstly,
a preconditioned linear system can be defined as:

AZ=F, (39)
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where the new matrices A’ = PAPT, F = Pf, and Z = PTtp. The preconditioned matrix
labelled P that is used in this paper is given by:

P=1+5, (40)

where:

s - S . (1)

000 0 0 0 —r,,
00 0 0 0 0

Secondly, let us consider that the new coefficient matrix A’ in Equation (39) can be
defined as the summation of the matrix components of:

A'=Di—Lo—Va, (42)

where Di, Lo, and Va are diagonal, lower triangular, and upper triangular matrices, respec-
tively. By combining Equations (39) and (42), the resultant QSPSOR iteration method can
be derived as:

Pt — (Di — wlLo) " ((1 — w)Di+ wVa)p™ + (Di —wlLo) 'F, (43)
where g{7+1) represents an unknown vector at the (i -+ 1)th iteration. The algorithm of
the QSPSOR method used to compute the solution of the time FDE is described in the
following Table 1.

Table 1. QSPSOR computational algorithm.

Set p'” = 0 and the Tolerance Error ¢ = 10710,

(i) Forn=1,2,...,Nand fori = 4, §,..., M — 4, iterate the formula shown in Equation (43),
(i)  Compute Z#1) = pTylril),

(i)  Convergence criterion ||Z1+1) — Z(n)|| < ¢,

(iv)  If the criterion is achieved, display approximate solutions.

7. Implementation and Application of C++ for Numerical Experiment

In this work, the C++ programming language was applied to implement the designed
QSPSOR computational algorithm. C++ is a high-level programming language used in
the field of numerical analysis. The C++ language also facilitates low-level coding because
it is an extension of the medium-level programming language, C. Because C++ has all of
the features and advantages of C, C++ enables the manipulation of low-level memory and
the development of numerical iterative formulas to solve mathematical problems. In this
work, the C++ simulation code was written to prioritize performance, speed, efficiency,
and flexibility of use. Hence, implementing the quarter-sweep approximation b§d on
Caputo’s fractional operator via the QSPSOR C++ code can yield important data, such as
the number of iterations, execution time, and abs@e errors.

For the numerical experiment, two problems of the time-fractional diffusion equation
were selected to test the performance of the QSPSOR. For the efficiency comparison and
analysis, two existing methods from our previous work were used, abbreviated as FSP-
SOR [19] and HSPSOR [20]. mompare the performance of these methods, three criteria
were considered, namely, y—representing the number of iterations, sec.—representing the
execution time of the C++ simulation code, and é—representing the magnitude of the abso-
lute error. The three criteria for comparison and efficiency analysis were observed and taken
based on three different values of fractional order, namely, & = 0.25, a = 0.50, and a = 0.75.
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Moreover, the simulation considered five different grid points, M = 128, 256, 512, 1024,
and 2048. The problems are considered below.
Example 1 ([22]). Let the time-fractional initial boundary value problem be:

9%z (x, t 9%z (x, t
a(;’ ) _ a(;’ ) 0cx<10<% <y, t >0, (44)

where the boundary conditions are stated in fractional terms:

2kt" 2kt*
z2(0H) = ———, z(7t) = P + —— 45
OO =t 2 =7 ey )
and the initial condition is:

z(x,0) = a2 (46)

The analytical solution of Equation (44) is given by:

2kt

oy ) — x2

z(x, t) = x* + Tatl) 47)

Example 2 ([22]). Let the next time-fractional initial boundary value problem be given as:

z(x,t) 1 ,3%z(x,t) (5]
. 0<a<1,0<x<et>0 48
3 R < W , x=7,i =0 (48)

where the boundary conditions are given in fractional terms:
z(0,£) = 0,z(1,t) = ¢, (49)

and the initial condition is given by:
z(x,0) = 1% (50)

The exact solution of Equation (38) is:

z(x, ) = x%el. (51)

The collected numerical results of the impffhentation of FSPSOR, HSPSOR, and
QSPSOR to solve Examples 1 and 2 are recorded in Tables 2 and 3, respectively. Based on
Tables 2 and 3, it can be observed that the QSPSOR method requires fewer iterations to
obtain satisfadfifily accurate approximate solutions of Examples 1 and 2. This significant
improvement in the number of iterations results in a shorter execution time, which indicates
QSPSOR can more efficiently solve Examples 1 and 2 than the two tested methods. The
accuracy of the solution obtained by the QSPSOR method is comparable and almost
equivalent to those of the FSPSOR and HSPSOR methods. A comparison of the different
fracti@El orders of the selected examples shows that the accuracy of the solutions of the
three numerical methods, which are based on the implicit finite difference scheme and
Caputo’s time-fractional approximation, is greatest at a = 0.50, followed by a = 0.75
and a = 0.25. Although the QSPSOR method can solve the selected problems efficiently,
the magnitude of the absolute errors of the solutions is slightly bigger than those of
the FSPSOR and HSPSOR methods. Thus, the use of the quarter-sweep scheme as the
complexity reduction approach for solving time-fractional behavior is a disadvantage due
to the less effective direct computation of the remaining points. Future work will further
investigate the appropriate treatment to reduce the absolute errors of the quarter-sweep
difference scheme in the Caputo sense.
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Table 2. Comparison between FSPSOR, HSPSOR, and QSPSOR in solving Example 1.
0.25 a =050 a= 075
M Method g - — —
1 Sec. g i sec. £ i sec. £

FSPSOR 28 084 236 =107 80 190 620 x10* 246 576  3.99 x 102
128 HSPSOR 16 018 236x 102 37 054 699 =10 94 236  3.99 x 102
QSPSOR 8 005 237 x10° 14 029 619x10* 32 009 421 x 10?

FSPSOR 53 533 243 x 107 211 17.84 569 = 10 806 6775 3.97 x 102
256  HSPSOR 34 220 243 x 107 94 690 621 x 10* 303 3465 397 x 102
QSPSOR 15 027 2.4 % 10% 39 237 699 x 10* 101 1284 4.03 x 102

FSPSOR 120 4143 246 x 102 566 18283 536 x 100 2635 84391 3.96 x 102
512 HSPSOR 67 2165 246 x 102 246 86.09 536 = 10 988 42158 3.96 x 102
QSPSOR 31 504 247 x 107 100 4061 621 = 104 337 19820 3.96 x 107

FSPSOR 250 37235 248 x 10° 1514 72629 513 x10° 6012 169987 3.95 x 10°
1024 HSPSOR 141 18958 2.48 x 107 655 43472 513 x 100 2413 100378 3.95 x 107
QSPSOR 66 4729 249 x 107 266 21451 569 < 10* 1095 50176 3.95 x 107

FSPSOR 808 90176 2.49 x 10° 4052 346973 513 = 10° 35289 705228 3.93 x 10°
2048 HSPSOR 305 308.80 2.49 x 107 1788 195643 513 x 10° 15,143 402590 3.93 x 10°
QSPSOR 143 9525 250 x 107 709 36543 535 <10 3574 200083 3.93 x 107

Table 3. Comparison between FSPSOR, HSPSOR, and QSPSOR in solving Example 2.

g 0.25 a =050 a=075

i sec. g ] sec. i P sec. g

FSPSOR 28 0.84 236 x 10° 80 1.90 620 = 10* 246 5.76 3.99 % 10°
128 HSPSOR 16 018 2.36 x 10° 37 0.54 699 x 10* 94 2.36 3.99 x 10°
QSPSOR 8 005 237 % 107 14 029 619 x 10* 32 0.09 421 % 102

FSPSOR 53 533 243 % 107 211 17.84 569 = 10¢ 806 6775 397 x 107
256  HSPSOR 34 220 243 x 107 94 690 621 = 10* 303 3465 397 x 107
QSPSOR 15 027 244 % 107 39 237 699 x 10% 101 1284 403 x 102

FSPSOR 120 4143 246 x 102 566 18283 536 x 10 2635 84391  3.96 x 102
512  HSPSOR 67 2165 246 x 107 246 B6.09 536 = 10¢ 988 42158  3.96 x 107
QSPSOR 31 504 247 % 10° 100 4061 621 = 10 337 19820 3.96 x 107

FSPSOR 250 37235 248 =« 102 1514 72629 513 «10* 6012 169987 3.95 x 107
1024 HSPSOR 141  189.58 2.48 x 102 655 43472 513 = 10* 2413 100378 3.95 x 102
QSPSOR 66 4729 249 x 107 266 21451 569 < 10* 1095 50176  3.95 x 107

FSPSOR 808 90176 249 x 10° 4052 3469.73 513 = 10* 35289 705228 3.93 x 107
2048 HSPSOR 305 308.80 249 < 107 1788 195643 513 x 10* 18,143 402590 3.93 x 102
QSPSOR 143 9525 250 = 102 709 36543 535< 10% 3574 200083 3.93 x 102

M Method

21

In addition, Figures 1-4 show the performance graphs gthe number of iterations
and the execution time of the three methods. These graphs provide illustrations of the
differences in terms of the efficiency of the combination of Caputo’s time-fractional approx-
imation and preconditioned iterations via three daerent schemes: the standard implicit,
half-sweep, and quarter-sweep. The percentage improvement in terms of the number
of iterations for the proposed QSPSOR method, at a = 0.25, indicated that the number
of iterations declined significantly, by 74.64% and 53.18%, compared to the FSPSOR and
HSPSOR methods, respectively. Similarly, for execution time, the QSPSOR method was
significantly faster, by 90.71% and 76.18%, than the FSPSOR and HSPSOR methods, respec-
tively. At @ = 0.50, the number of iterations needed by QSPSOR was 82.26% and 59.95%
less than that required by the FSPSOR and HSPSOR methods, respectively. As a result, the
C++ program execution time was 81.83% and 59.35% faster than that of the FSPSOR and
HSPSOR methods, respectively. Finally, for the fractional-order a = 0.75, QSPSOR required
86.67% and 66.69% fewer iterations than the FSPSOR and HSPSOR methods, respectively,
and the C++ program execution was 79.62% and 62.49% quicker than that of the FSPSOR
and HSPSOR methods, respectively.
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Figure 1. Graphs of performance of FSPSOR, HSPSOR, and QSPSOR methods to solve Example 1,
showing mesh sizes versus number of iterations for three different fractional orders.
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Figure 2. Graphs of performance of FSPSOR, HSPSOR, and QSPSOR methods to solve Example 1,
showing mesh sizes versus execution time for three different fractional orders.
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Figure 3. Graphs of performance of FSPSOR, HSPSOR, and QSPSOR methods to solve Example 2,
showing mesh sizes versus number of iterations at three different fractional orders.
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Figure 4. Graphs of performance of FSPSOR, HSPSOR, and QSPSOR methods to solve Example 2,
showing mesh sizes versus execution time at three different fractional orders.
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8. Conclusions

This paper discusses and presents the numerical solution of a fractional mathematical
equation, namely, the time FDE, using a quarter-sweep mixed Caputo time-fractional
approximation, and a C++ program to implement the QSPSOR iterative method. A precon-
ditioned matrix was successfully implemented to modify the matrix structure to improve
the convergence rate, and the QSPSOR method was formulated to efficiently solve the
matrix. A numerical experiment using two alternative methods, namely FSPSOR and HSP-
SOR, showed the superiority of tl*mmpused QSPSOR method in terms of the efficiency of
solving two time-fractional initial boundary value problems of the diffusion equation. The
findings of this paper can I:E’lighlighted as follows:

e The QSPSOR method significantly reduced the number of iterations and execution
e compared to the existing FSPSOR and HSPSOR methods. On average, QSPSOR
reduced the number of iterations and execution time by 81.3% and 84.06%, respec-
tively, compared to FSPSOR. Moreover, QSPSOR reduced the number of iterations and
execution time compared to HSPSOR by 59.94% and 66.00%, respectively. The result
also showed that using the quarter-sweep scheme and PSOR iteration can reduce the
computational complexity for solving the time FDE with a large matrix size.

e  Observations regarding the accuracy of all of the implemented numerical methods
indicated that their numerical solutions were in good agreement. Furthermore, the
accuracy of the solutions of the time-FDE problems obtained by each of the three
numerical methods was greater am: 0.50, followed by & = 0.75 and & = 0.25. The
combination of the quarter-sweep implicit finite difference scheme and Caputo’s time-
fractional derivative enabled an accurate solution for the time FDE to be computed.

e  However, a disadvantage of the quarter-sweep difference scheme is that the magni-
tude of the absolute errors is slightly larger than that of the two previous methods.
The accuracy of the quarter-sweep scheme can be improved by applying a suitable
treatment.

Thus, the combination of a quarter-sweep finite difference method, Caputo’s time-
fractional derivative, and the preconditioned successive over-relaxation method showed
good potential to solve different types of fractional mathematical equations, and provides
a future direction for this field of research.
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